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a b s t r a c t

Analytical method development should aim at delivering reliable measurements within a given appli-
cation. This implies that method validation is integrated in the development process, because it enables
to establish a method’s performance capabilities, and to demonstrate its fitness-for-purpose. Although
analytical chemists mostly are familiar with the validation guidelines within the discipline of their respon-
sibility, we believe that they may take advantage of a better acquaintance with recommendations among
disciplines. Therefore, we review the guidance given in 4 disciplines (laboratory medicine, pharmacy,
environment, and food), with emphasis on the proposed experimental protocols, acceptance criteria and
interpretation strategies by statistical significance testing. Last but not least, we give incentive towards a
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modernized validation design.
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the probability of each of the 2 kinds of error occurring (�-error of
the blank and the �-error of a sample with an average concentra-
tion as shown by the right population) is 5%. For the calculation of
the confidence intervals of the LoD defined by the �-error and/or
�- and �-errors, we refer to Refs. [13,16].
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. Introduction

According to the definition in the ISO 9000 standard series, val-
dation is the “confirmation, through the provision of objective
vidence, that requirements for a specific intended use or appli-
ation have been fulfilled” [1]. Implicit in this definition is that
he analytical validation process should (i) specify the intended
se of a measurement procedure, (ii) define the analytical perfor-
ance requirements, (iii) provide data from validation experiments

objective evidence), and (iv) interpret the validation data by use
f a statistical test (confirmation that requirements have been ful-
lled). While several reviews are available that discuss analytical
ethod validation within a given discipline [2–10], the objective of

his review is to compare guidelines across 4 disciplines, i.e., labora-
ory medicine, pharmacy, environment, and food, as well as some
eneral guidelines. We restrict ourselves to the validation of the
imit of detection (LoD), limit of quantitation (LoQ), linearity, pre-
ision and trueness (often wrongly termed accuracy). We shortly
ddress the estimation of total error (accuracy) which, however, is
ypically not addressed in method validation guidelines. We investi-
ate the experimental protocols recommended for estimating these
erformance characteristics, look into the defined acceptance cri-
eria and verify whether statistical significance testing is described
o assess whether the estimates pass the requirements. Addition-
lly, we make proposals for modernizing the design of analytical
ethod validation across the disciplines.

Note that the metrological terms/definitions adopted through-
ut this paper are from the “International Vocabulary of Metrology
VIM)” [11], unless differently stated [1,12]. However, being aware
hat sometimes analytical chemists are more familiar with a vari-
ty of discipline-specific technical terms, we refer the reader
or a better understanding of the terminology in this review to
ppendix A.

. Investigation of validation guidelines in 4 disciplines

As mentioned in Section 1, this review applies to guide-
ines for validation of methods used in laboratory medicine-,
harmaceutical-, environmental-, and food analysis. From time to
ime, we also consider more general guidelines because of their
road applicability.

For each of the following performance characteristics, i.e., LoD,
oQ, linearity, precision, and trueness, we start with conceptual
nd/or theoretical considerations. Then we report on our scrutiny of
he recommendations in the different validation guidelines regard-
ng the experimental design, the acceptance criteria and statistical
ignificance testing. We focus on the strong points in the concerned
ecommendations, but do not refrain to also reveal weak points and

issing indispensable elements. Where applicable, we illustrate
ur statements in graphical form. For a compilation, the reader is

eferred to Appendix B, comprising 1 table per performance char-
cteristic and the relevant literature citations. At the end of each
ection, we use our review in a constructive way by proposing a
tate-of-the-art validation design. Finally, we put special emphasis
n certain aspects of the, in our opinion, key elements of a vali-
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2189

dation process, i.e., predefined acceptance criteria and significance
testing. For what concerns significance testing, we give, at the end
of each topic, always an example of possible statistical test. How-
ever, it is beyond the scope of the manuscript to detail the statistical
aspects of the different tests.

2.1. Limit of detection (LoD)

Usually, the LoD is defined by k-times the standard deviation of
blanks (SDBlank) or low concentrated samples (SDLow). While similar
k-values are used in the different documents, the underlying sta-
tistical concepts may be different. This is illustrated in Fig. 1. When
the LoD is estimated by blank measurements only (left population),
the LoD may be defined by the one-sided z-value of that population
(z = normal standard deviate), which corresponds to the �-error of
detecting the analyte when it is not present. For example, a z-value
of 1.645 (2.33) corresponds to an �-error of 5% (1%). In that case,
however, one may better use the term “limit of the blank” (LoB) [13].
When the SDBlank is estimated from few measurements (<20), only,
then the LoD should be defined in terms of the t-value (t = Student’s
t-value). For example, when the SDBlank is derived from 7 measure-
ments, a one-sided t-value of 3.143 is used as statistical multiplier
for an �-error of 1% [14,15]. On the other hand, when blanks and
low concentrated samples are measured, the LoB is unsatisfactory
as LoD, because of the �-error. This is the probability of not detect-
ing the analyte when it is present. For the sample population at the
LoB, the �-error would be 50%. It would be more suitable to posi-
tion the LoD at a point that is twice as far as the LoB from the mean
of the left distribution in Fig. 1, i.e., at 2 × 1.645 = 3.3 × SDBlank. Then
Fig. 1. The concept of the LoD based on the SDBlank with consideration of the �- and
�-error.
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ig. 2. Chromatographic LoD (S/N = 3) (A) compared with LoD from “blank” (=mean
oise + 3.3 × SD) (B).

Several documents (for a compilation, see Table B.1 in Appendix
) do not address the LoD [17–21]. Most of the other documents
efine the LoD by ∼3 × SDBlank or ∼3 × SDLow [14,15,22–25]. When
ot explicitly stated, a SD multiplier of ∼3 may suggest that the
oD was chosen on the basis of both �- and �-error considerations.
owever, some documents consider only the �-error [14,15,25].
our documents define the LoD explicitly by �- and �-error consid-
rations [13,26,27], but only 1 requires the measurement of blanks
nd samples with low concentrations [13]. Two documents also
efine the LoD of chromatographic procedures as S/N = 3 [22,27].
ote that in the S/N definition, the blank and LoD distributions are
× SDBlank apart from each other (N = 2 × SDBlank and S = 3N), while
nly 3.3 × SDBlank in the �/�-error definition (see Fig. 2). For com-
leteness, we add that, recently, a series of documents important

or accredited food analytical laboratories has been published [29].
The number of measurements for estimating the LoD are grossly

ifferent: they range from no recommendation [22], over 6 [24],
o 60 measurements [13]. Only 4 documents [13,15,26,28] address
he measurement design, in terms of replicates (r) per day (d) (for
xample: 2r × 5d = 10 measurements in total).

With regard to acceptance criteria, only 2 documents address
hem [13,15], but, only 1 describes a non-parametric statistical test
hat allows verification whether the criteria are met [13].

We recommend that the analytical chemist should specify an
cceptance criterion for every performance characteristic that is
alidated, therefore, also for the LoD. The definition should be based
n both �- and �-error considerations (one-sided). For chromato-
raphic methods, the LoD should be estimated from the S/N ratio.
his is not only because the concept is so well known in that field,
ut in particular because it belongs to the major skills of an analyt-

cal chemist to be able to optimize the S/N, e.g., by improving the
aseline and peak height, ensuring a sufficient number of detection
ycles under the peak, etc. Naturally, like all tools, the concept has its
imitations, e.g., when the procedural blank is contaminated with
he analyte of interest. The estimation of the LoD should be done
ith sufficient measurements distributed over several days (for

xample, 1r × 10d or 20d) by measurement of suitable blanks and
ow samples. Usually, the intra-assay variation of the LoD is negligi-
le compared to the inter-assay one, thus singlicate measurements
ay be performed per day. The estimated LoD should be validated

ersus the specified value by use of a statistical test (1-sample t-
est, using the mean of the low-samples at LoD; non-parametric
rocedure [13]) or the respective confidence interval.

.2. Limit of quantitation (LoQ)

Two different concepts are currently used to define the LoQ (for

compilation, see Table B.2 in Appendix B). The first defines LoQ

n multiples of the LoD [14,22,23,25], the second defines LoQ in
erms of values for R.S.D. and trueness (typically: 20% R.S.D. and
rueness) [15,17–21,28] or total error [13]. Other documents specify
0% R.S.D. [30]. Three documents do not address or recommend
877 (2009) 2180–2190

the LoQ [24,26,27]. Moreover no direct metrological definition of
LoQ is available in VIM [11] (note: the measuring interval indirectly
defines the [lower and higher] limit of quantitation, see Appendix
A).

The number of measurements for estimating the LoQ range from
no recommendation [17,18,21,22], over 5 [19,20], 20 [23], to 40
measurements [13]. Only 2 documents [13,28] address the mea-
surement design, in terms of replicates per day.

Regarding acceptance criteria for LoQ, only 3 documents address
them. One defines it by a fraction of the maximum permissible
concentration set by regulation [31], 1 by the lowest calibrator
according to the standard procedure [15], and 1 uses analyte-
specific acceptance criteria that are set by the user based on “peer”
total error data [13]. Only 1 document describes a statistical test that
allows the verification whether the acceptance criteria are met [13].

We recommend that the analytical chemist should specify an
acceptance criterion for the LoQ. The definition of the LoQ should be
based on values for precision and trueness or total error. The esti-
mation of the LoQ should be done with sufficient measurements
of suitable samples distributed over several days (for example,
2r × 10d or 20d). The estimated LoQ should be validated versus the
specified value by use of a statistical test or confidence interval.
Depending on the definition of the LoQ, one would use a 1-sample
t-test (trueness criterion), a 1-sample F-test (precision criterion), or
regression/accuracy profile based tests (total error criterion).

2.3. Linearity

All documents, with the exception of 1 [27], address linear-
ity of the calibration function (for a compilation, see Table B.3
in Appendix B). Typically, it is recommended to establish the
calibration itself from 5 or more calibration points. The experimen-
tal design for investigating linearity is described in 6 documents
[24–26,32–34]. Usually, the measurement design recommends 2
or 3 replicates on 1 day (design: 2r or 3r × 1d). Only 1 document
[26] recommends linearity investigation on several days (3r × 3d).

Acceptance criteria are defined by visual assessment, statisti-
cal tests, trueness and precision and the correlation coefficient
(r). Statistical tests for linearity are explicitly recommended in 5
documents [24–26,32,34], but only 1 discusses a test versus a user-
defined limit [32]. While more and more documents deprecate the
use of r for assessing linearity (e.g., [19,20,33]), it is still widely used
in practice. The problem with r is that it is related to the range of
the data (at constant standard deviation, r increases with the range).
Because of the great diversity in the acceptance criteria for linear-
ity, the problem shall be addressed by an example. Fig. 3 shows
the simulation of a 5-points calibration curve that follows the the-
oretical function y = −0.00018x2 + x; each point is determined as 4
replicates with a R.S.D. of 5% (note: the simulation in Fig. 3 does not
perfectly match the theoretical function). The simulation is repre-
sented as scatter and residuals plot (mean residuals, in %) based on
weighted linear (A1, A2) and 2nd order polynomial (B1, B2) regres-
sion. The figure shows that visual assessment of linearity is difficult
in the scatter plot and, therefore, should be done with the residuals
plot. The residual plot of the linear regression suggests that the data
may be non-linear (curvature of the residuals), despite the fact that
r = 0.9996. The residuals plot of the 2nd order polynomial regression
shows a more random distribution of the residuals, indicating that
the calibration function may be of 2nd order. A statistical test [32]
gives a p-value of 0.065, which is borderline not significant (95%
probability level). Using weighted linear regression for calibration

would introduce ∼4% error at the 2nd and the 5th calibration point.
This may be acceptable from a validation point of view, however, as
the calibration curve is the heart of a methods’ trueness, one may
wish to perform more experiments to verify whether the calibration
function is of 2nd order.
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ig. 3. Scatter (A1 and B1) and residuals (mean residuals in %, A2, B2) plot based on w
ata for a 5-points calibration curve (each point determined as 4 replicates; R.S.D
orrelation coefficient r and by eye versus statistical testing as described in the text

We recommend that the analytical chemist should specify an
cceptance criterion for linearity (statistical or user-defined limit).
he investigation of linearity should be done with sufficient mea-

urements and repeated over several days (for example, 3r × 5d).
irst, visual assessment of linearity should be done with the resid-
als plot of linear regression. Validation of linearity should be
one by use of a statistical test (null-hypothesis and/or user-

ig. 4. Frequency plots of 500 precision estimates simulated with a “true” R.S.D. of 10%
nfluence of the number of replicates on the shape of the distribution (skewed versus sym
ed linear (A1, A2) and 2nd order polynomial (B1, B2) regression analysis of simulated
The plots illustrate the difference between assessment of linearity on the basis of

defined limit). Note that the often used ANOVA lack-of-fit test
is less suited than a t-test for significance of 2nd or 3rd order
regression coefficients [34]. Testing of linearity in case of a pre-

sumed linear calibration function should not be mixed up with
the situation of investigating the nature of a calibration curve,
which may be non-linear, for example, S-shaped immunoassay
curves (4 parameter logistic). For a detailed discussion about

and different replicates (n = 3 (A), 5 (B), 10 (C) to 20 (D)). The plots illustrate the
metric) and the agreement of the estimated with the true mean R.S.D.
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ignificance testing against a limit of 15%.

inearity and choice of calibration model the reader is referred to
ef. [2].

.4. Precision

The estimation of precision is required by all guidelines (for
compilation, see Table B.4 in Appendix B). Typically, it is rec-

mmended to estimate precision at 3 different concentrations,
owever, according to varying experimental designs, i.e., with total
umber of replicates ranging from 3 [22] to 40 [35]. In this respect,

t is important to know the influence of the number of replicates on
he shape of the distribution of precision estimates and the agree-

ent of the estimated with the “true” precision (=precision of the
opulation). This is illustrated in Fig. 4, representing the frequency
lot of 500 precision estimates, simulated with a “true” R.S.D. of
0%: in (A) the distribution of R.S.D.s from n = 3 is highly positively
kewed, the mean R.S.D. is only 9.3%, and 311 estimates are <10%;
nly the distribution with n = 20 is fairly symmetric, has a mean
.S.D. of 9.9%, and 266 estimates <10% (D). Note also that the uncer-
ainty of the estimate is high with only 3 replicates, in particular,
or what concerns the upper confidence limit. This poses problems
or significance testing, as shown in Fig. 5: with an estimated R.S.D.
f 10% and using an acceptance criterion of 15%, only the R.S.D. esti-
ate with n = 20 would pass the significance test (1-sample F-test,

ne-sided, 95%).
In the guidelines, often only the total number of replicates is

iven, without indication of the measurement design in terms
f replicates per day [14,15,17–22,25]. Nevertheless, all guidelines
equire the estimation of the intra- and inter-assay precision, either
xplicitly or implicitly. Only 4, however, require the estimation of
otal precision [26,28,35,36]. The experimental design, however,

as great influence on the reliability of the intra- and inter-assay
omponent of precision (see Table 1). The table shows the degrees
f freedom for the different precision estimates for 5 measurement
esigns with a total number of ∼20 replicates. Note that the 1st

able 1
egrees of freedom (df) of precision estimates for various experimental designs with
total of ∼20 replicates.

esign (replicates × days) Intra Inter Total (#maximum)

0 × 1 and 1 × 10 9 (1 day) – 9
× 4 16 3 19a

× 3 18 2 20a

× 7 14 6 20a

× 10 10 9 19a

The actual dfs should be calculated with the Satterthwaite approximation [37].
877 (2009) 2180–2190

design (10r × 1d and 1r × 10d) does not allow to calculate the inter-
assay precision. Among the others, only the 2r × 10d design gives
balanced degrees of freedom for the intra- and inter-assay precision
estimate. The importance of a balanced design has also been dis-
cussed elsewhere [2]. Another advantage of this design is that the
intra-assay precision is the most representative one because it is
estimated on 10 different days. Note that the degrees of freedom for
the total precision must be calculated by the Satterthwaite approx-
imation (Table 1 lists the maximum ones) [37]. Depending on the
intra-/inter-assay precision ratio, lower values are calculated. The
designs that were most commonly used in this Journal (we verified
it for the period July to December 2007) were 5r × 1d and 1r × 5d,
5r × 5d, and 3–6r × 3d.

Acceptance criteria are found in all guidelines but 1 [22],
however, significance testing is only applied in laboratory
medicine and 1 ISO document [26,28,35,36]. Interestingly, analyte-
specific criteria are used in laboratory medicine [26,35,36], while
concentration-related criteria (according to the Horwitz function,
(38)) are used in food analysis [27,33], and general criteria (in the
order of 10–25%) in environmental and pharmaceutical analysis
[14,15,17,18,31]. The practice of setting acceptance criteria will be
discussed below in more detail.

We recommend that the analytical chemist should specify an
acceptance criterion for precision that is commensurate with the
intended use of the procedure (intra-/inter-assay −, and total pre-
cision). The experimental design should allow a sufficiently reliable
estimation of precision and should have balanced degrees of free-
dom for the components (for example, 2r × 10d or 2r × 20d). The
estimated precision should be validated versus the specified value
by use of a statistical test (1-sample F-test) or confidence interval
of an estimated standard deviation.

2.5. Trueness

The estimation of trueness is required by all guidelines (for a
compilation, see Table B.5 of Appendix B). Note, however, that many
guidelines erroneously use the term accuracy instead of trueness.
Accuracy refers to the distance between a (=1) measured quan-
tity value and a true quantity value of the measurand, whereas
trueness stands for the difference between the average of an infi-
nite number of replicate measured quantity values and a reference
quantity value (for the exact definitions, see Appendix A). Consider-
ing the definition of trueness, it is a fact that the estimates according
to many guideline protocols are usually very weak (see below).
Trueness assessment is typically combined with precision experi-
ments. Therefore, the remarks about the experimental design, made
before for the estimation of precision, also apply here. However, if
trueness is estimated by a separate experiment, a reduced design
(for example, 2r × 5d) may be used, since trueness estimates with
few replicates are more reliable than the respective precision esti-
mates.

Acceptance criteria are found in all guidelines but 1 [22], how-
ever, significance testing is only applied in laboratory medicine
[26,35,36], 1 ISO document [28], and in the more general guide-
lines [24,25]. Similar to the precision case, analyte-specific criteria
are used in laboratory medicine [26,36], concentration-related cri-
teria (empiric) in food analysis [27,33], and general criteria (in
the order of 10–25%) in environmental and pharmaceutical anal-
ysis [14,15,17,18,31]. Interestingly, in some guidelines similar or the
same criteria are used for trueness and precision [14,15,17,18,21,31].
This poses problems when applying significance testing. For exam-

ple, as shown in Fig. 6, if an acceptance criterion of 15% is used for
an estimated trueness of 10% with a R.S.D. of 10%, 20 replicates are
necessary before the confidence interval does not include the limit
anymore (A), while only 5 replicates are necessary when the R.S.D.
is 5% (B).
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We recommend that the analytical chemist should specify
n acceptance criterion for trueness that is matched with the
rocedure’s precision and is commensurate with the intended
se of the procedure. The estimate may be obtained from the
recision experiments when certified materials are used. Other-
ise, a reduced design may be applied (for example, 2r × 5d). The

stimated trueness should be validated versus the specified value
y use of a statistical test (1-sample t-test) or confidence interval
f the estimated average difference. In case that several reference
aterials are used for validation, one has to recognize that the

robability of t-testing is inflated and that it may be necessary to
dapt the significance level of the individual tests by the so-called
onferroni correction [2,39].

.6. Total error (accuracy)

The total error is a measure of (in)accuracy and, as already
escribed before, it refers to the distance between a result and
he true value of this result. It may be expressed as the sum of
he observed bias and k* imprecision (with k typically 1.96 or
.58). The estimation of the total error is typically not addressed

n validation guidelines, with the exception of those for laboratory
edicine [40–43]. This discipline has a long tradition of estimating

otal error by dedicated method comparison studies using native
amples assigned with values by a hierarchically higher reference
easurement procedure (e.g., [26]). A typical experimental pro-

ocol (EP9-A2) makes use of 40 “real-world” samples measured
n duplicate over 5 days (8 samples each day) [44]. Note that the

ethod comparison approach is recommended over the use of
atrix-based certified reference materials. It has namely been sci-

ntifically proven that the latter may be of limited utility for total
rror assessment of a hierarchically lower method [45]. This is
artly due to the restricted number of concentration levels they
over (usually only 2–3), but mainly to the fact that the way they are
repared (by pooling, supplementation and/or processing) makes
hem prone to the so-called non-commutability. Therefore, it is gen-
rally accepted that before a certified reference material can be
sed with a method, its commutability has to be assessed. If this
as not been done, it is impossible to decide whether any observed
ias is genuine or an artifact due to the inadequacy of the mate-
ial.

The importance of estimating total error is nowadays also recog-

ized in other application fields [4,46–49), however, it has not yet
ntered into the respective guidelines. One of the reasons is that the
tatistical concepts for acceptable total error are complex and that,
urrently, no generally accepted concept for statistical treatment of
otal error exists.
) (or [100 – 10]% recovery of the true quantity value) against an acceptance criterion
obtained from respectively 3, 5, 10 and 20 replicates, but with a R.S.D. of respectively
nd n in significance testing.

2.7. Acceptance criteria

According to the definition of validation, acceptance criteria
should be tailored to the “specific intended use or application”
of a measurement procedure, or, as it is nowadays said, meth-
ods should be “fit-for-purpose”. Principally, this would require
that, for each application, dedicated performance specifications
be established. In laboratory medicine, several approaches for
setting performance specifications are discussed [50]. Among
them, there is the principle of defining an analytical R.S.D.
limit (R.S.D.a) for monitoring a patient as half the within-
subject biological variation of the component of interest (R.S.D.w).
Indeed, when the R.S.D.a = 0.5 × R.S.D.w, the analytical varia-
tion will increase the total variation of the result (R.S.D.t)
by 12%, only (R.S.D.t =

√
[R.S.D.a2 + R.S.D.w2] = 1.12 × R.S.D.w, if

R.S.D.a = 0.5 × R.S.D.w). By way of example, for serum sodium analy-
sis, a R.S.D.a as tight as 0.4% would be calculated, for serum estradiol
analysis, a R.S.D.a of 9% would be sufficient [51]. This principle in
fact can also be applied in other disciplines. Consider, for example, a
pharmaceutical company where a drug with a narrow therapeutic
range is under development. This would require that monitoring
of the drug is performed in an early phase of development, e.g., as
part of the clinical phase study. It would be logical that the analyt-
ical performance of the method to be used for that application is
tailored on the therapeutic requirements. In that context, it has, for
example, already been suggested that monitoring of lithium ther-
apy requires a R.S.D.a <3%, while monitoring of primidone can be
done with a R.S.D.a <11% [52]. Another field is that of environmen-
tal analysis. Suppose that a company has to “pay for pollution”, e.g.,
on the basis of the nitrate content as determined in its wastewater
effluent. For that application, the company would for sure be inter-
ested in keeping the bias of its analytical test under strict control
(say <2%). On the other hand, for nitrate testing under field con-
ditions, a much higher bias may be tolerable (say <10%). Also in
food analytics, the principle applies. Suppose, for example, that the
milk price is connected to the protein content. In that case, again,
one would strive for small biases in the analytical method used for
protein quantification.

In summary, we strongly advocate to introduce the estab-
lishment of analytical performance specifications from individual
“fitness-for-purpose” criteria in all analytical disciplines. Ideally,
laboratories should actively be involved in discussions to establish

or at least to reassess regulatory limits. This is, for example, done in
the discipline of food chemistry, more in particular with respect to
maximum limits for undesirable contaminants in foodstuffs. These
limits are not only derived from risk or human exposure assess-
ment, but also account for the opinion of analytical chemists, e.g.,
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Table 2
Analyte concentration and R.S.D. (%) according to the Horwitz equation [38].

Analyte ratio x (g/g) R.S.D. (%)

1.00 1 g 1.0
10−1 100 mg 1.4
10−2 10 mg 2.0
10−3 1 mg 2.8
10−4 100 �g 4.0
10−5 10 �g 5.7
10−6 1 �g 8.0
10−7 100 ng 11.3
10−8 10 ng 16.0
10−9 1 ng 22.6
10−10 100 pg 32.0
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Joris Van Loco, Scientific Institute of Public Health, Brussels
(BE).
0−11 10 pg 45.3
0−12 1 pg 64.0

hrough the network of national reference laboratories in Europe.
n disciplines where such consultation rounds are not yet common
ractice, and where the analytical field would consider that the

egal performance specifications are too stringent, laboratory asso-
iations should try to influence regulatory authorities to expand
hem. In case they would be too loose, laboratories should be
rudent to design their methods to a quality that is better than
equired by regulation. Naturally, it is extremely difficult to define
hat “is fit-for-purpose”. It should be admitted that even in disci-

lines where the practice is generally established and where there
s agreement about the models to establish acceptance criteria, e.g.,
n laboratory medicine [53], there is seldom a consensus about
he actual numbers to be used. However, we consider it inevitable
hat all analytical fields engage in setting such specifications and

ove away from general “all purpose” criteria. In particular, we
hink that the precision criteria based on the Horwitz function [38]
hould be abandoned. The Horwitz function (%R.S.D. = 2(1−0.5×log C))
s regarded as a sort of “law of nature” to set general precision
riteria based on analyte concentration. For a better understand-
ng of the above statement, we will compare the acceptable values
or the R.S.D. (%) calculated by the original Horwitz function for
nalyte ratios from 1 to 10−12 (see Table 2) with those achievable
oday. For example, for an analyte present in serum at a concen-
ration of 10 pg/mL (mass fraction ∼10−11), the Horwitz function
ould predict an R.S.D. of 45%. When analyzing steroid hormones at

hat concentration by isotope dilution–gas chromatography/mass
pectrometry, the R.S.D. values attainable with reasonable effort
re typically of the order of 5% [54]. On the Horwitz scale, this
.S.D. would correspond to a concentration of ∼10 �g/mL (mass

raction ∼10−5). Because of these recognized deficiencies at mass
ractions <10−7, modifications of the Horwitz function were pro-
osed [55]. They would predict a R.S.D. of 22% at a mass fraction
f 10−11, which, still, is deficient in predicting precision of ana-

ytical procedures tailored for “high performance”. These facts,
ndeed, demonstrate that there is no “law of nature” that can pre-
ict the precision of a procedure from the analyte concentration.
hey rather show that it is perfectly possible to tailor the precision
f a measurement procedure by careful choice of the measure-
ent principle, the analytical equipment, and the sample size. Of

ourse, the implication of pushing down the LoQ is that costs rise
n a non-linear fashion. Similar considerations hold true for the
mpiric concentration-related criteria sometimes used for trueness
27,33].

.8. Significance testing
As discussed before, with the exception of the discipline of
aboratory medicine, significance testing is seldom part of vali-
ation guidelines. This fact has been criticized before (e.g., [48])
877 (2009) 2180–2190

and we join that critique. However, being involved in method val-
idation in laboratory medicine, we must say that even in this
discipline, significance testing is seldom applied. By way of illus-
tration, it was done in only 2% of papers that interpreted method
comparison studies by use of the Bland and Altman approach
[56].

On the other hand, over the years, a lot of attention has been
paid to statistical issues connected to method validation. Terms
associated with some of the newer concepts are interval hypothe-
sis testing, equivalence testing, the “two-one-sided-t test approach”
(TOST), and accuracy profiles. Interval hypothesis testing, which has
been introduced in the 90ies in method validation [57], is based
on the TOST approach developed earlier for the interpretation of
bioequivalence studies [58,59]. This approach is also addressed
in the literature under the general topic of “equivalence testing”
[60–62]. Other approaches are based on the so-called accuracy
profile constructed by use of the �-expectation tolerance interval
[47,49,63,64]. This approach, however, is still under development
and regularly refined [46,65,66]. Boiled down, the concepts rec-
ommend to consider �- and �-errors and tolerance intervals in
method validation studies. A more detailed discussion of the statis-
tical approaches for method validation is beyond the scope of this
review. Beware that testing becomes, in particular, more compli-
cated when uncertainties of reference values cannot be neglected.
Thus, the “bad” news is that analytical chemists need to develop
profound statistical skills [67]. Personally, we have found the NIST
Special Publication 829 on the “Use of NIST Reference Materials
for Decisions on Performance of Analytical Chemical Methods and
Laboratories” one of the most useful documents in this regard
[68].

3. Conclusion

In this paper it is documented that there is a variety of specific
and more general guidance available for validation of methods used
in laboratory medicine-, pharmaceutical-, environmental-, and
food-analysis. A special aspect of the review is that it investigated
the recommendations for validating the LoD, LoQ, linearity, preci-
sion, and trueness across the disciplines. Striking was the observa-
tion of quite some difference in experimental measurement designs
(number of samples, concentration levels, replicates, spread over
several days, balanced degrees of freedom, etc.), but even more
striking was the difference in recommended acceptance criteria and
significance testing, if any available. The review extracted from the
investigated guidelines the most important elements to formulate
recommendations that can lead to improvement/optimization
of the currently available validation and interpretation
protocols.
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Appendix A. Terminology/definitions

Terminology/definitions according to the VIM [11], except dif-
ferently stated.
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Tables B.1–B.5.

Table B.1
Limit of detection (LoD)—protocols, acceptance criteria and statistical tests.

Guideline Experimental protocol and
definition

Acceptance
criteriaa

Test

Laboratory medicine
[26] Blank No NA

2 replicates (r) × 5 days (d)
k × SD (k depends on �- and
�-error)

[13] Blanks and “several” samples
near LoD Example: 4S and
B × 3r × 5d (n = 60, each)

“Peer” LoD (analyte
specific)

Yes

LoD based on �- and �-errorb

Pharma
[22] No n No NA

Blank: 3.3 × SD, or
Low samples (chromatogr.):
S/N = 2 or 3

[17,18] Not addressed NA NA

Environment
[14] Samples with low

concentration 7r (no design) t
(0.01, 6, 1-sided) (=3.143) × SD

No NA

[15] Low concentration sample 7r in
3 days t (0.01, 6, 1-sided)
(=3.143) × SD

Analyte specific No

[28] Blank 2r × 10d 2 × √
2 × t(0.05,

1-sided) × SD
No NA

Food
[23] Blank No NA

20r (no design)
3 × SD

[19,20] Not addressed NA NA
[27]c Low samples, 20r (no design) No NA

(a) Based on �- and �-error
(b) Chromatographic: S/N = 3

General
[21] Not addressed NA NA
[24] Blank or low level sample No NA

6r (no design)
3 × SD

[25] 10 blank or low level samples No NA
1r (no design)
3 × SD

aUsually, LoD is used as descriptive parameter; nevertheless, the confidence interval
should be calculated. NA: not applicable (not addressed or no acceptance crite-
ria). b5% �-error (blank)/5% �-error (LoD-sample). cCalled decision limit, 1% �-error
(blank)/5% �-error (LoQ-sample); other: by calibration function.

Table B.2
Limit of quantitation (LoQ)—protocols, acceptance criteria and statistical tests.

Guideline Experimental protocol and
definition

Acceptance criteria Test
D. Stöckl et al. / J. Chroma

.1. Validation

Confirmation, through the provision of objective evidence, that
equirements for a specific intended use or application have been
ulfilled [1].

.2. Validation

Verification, where the specified requirements are adequate for
stated use.

.3. Verification

Provision of objective evidence that a given item fulfils specified
equirements, taking any measurement uncertainty into consider-
tion.

.4. Limit of detection

Measured quantity value, obtained by a given measurement pro-
edure, for which the probability of falsely claiming the absence
f a component in a material is �, given a probability � of falsely
laiming its presence.

.5. Limit of detection (in analysis)

The limit of detection, expressed as the concentration, cL, or the
uantity, qL, is derived from the smallest measure, xL, that can be
etected with reasonable certainty for a given analytical procedure.
he value of xL is given by the equation xL = xbi + k•sbi, where xbi is
he mean of the blank measures, sbi is the standard deviation of the
lank measures, and k is a numerical factor chosen according to the
onfidence level desired [12].

.6. Measuring interval

Set of values of the quantities of the same kind that can be
easured by a given measuring instrument or measuring system
ith specified instrumental uncertainty, under defined condi-

ions.
Note: the measuring interval, indirectly defines the [lower and

pper] limits of quantitation, LoQ.

.7. Linear range

Concentration range over which the intensity of the signal
btained is directly proportional to the concentration of the species
roducing the signal [12].

.8. Precision

Closeness of agreement between indications obtained by repli-
ate measurements on the same or similar objects under specified
onditions.

.9. Accuracy

Closeness of agreement between a measured quantity value and
true quantity value of the measurand.
.10. Trueness

Closeness of agreement between the average of an infinite num-
er of replicate measured quantity values and a reference quantity
alue.
877 (2009) 2180–2190 2187

A.11. Uncertainty

Parameter characterizing the dispersion of the quantity val-
ues being attributed to a measurand, based on the information
used.

Appendix B. Protocols, acceptance criteria and statistical
Laboratory medicine
[26] Not described NA NA
[13] Reference materials near LoQ

Example: 4RM × 2 replicates
(r) × 5 days (d) (total n = 40)

“Peer” LoQ (analyte specific) Yes

Pharma
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Table B.2 (Continued )

Guideline Experimental protocol and
definition

Acceptance criteria Test

[22] (a) Samples at 10 × SD, or
S/N = 10 (chrom.); (b) samples
with “acceptable” trueness and
precision. No n given

No NA

[17,18] Samples with >5 × blank
response No n given Defined by
CV and trueness$

No NA

Environment
[14] Samples with low

concentration 7r (no design)
4 × LoD

No NA

[15] 9r (no design) Defined by CV
and trueness$

Lowest standard (given in
standard method)

No

[28,31] Samples at 1/10th/1/4th of

limit (elements/organics)§
2r × 10d

10% (elements)§
25% (organics)

No

Food
[23] Blank 20r (no design) 10 × SD No NA
[19,20] 5r (no design) Defined by CV

and trueness$
No NA

[27] Not addressed NA NA

General
[21] 5 samples near lowest standard

No n given Defined by CV and
trueness$

No NA

[24] Not recommended NA NA
[25] 10 blank or low level samples No NA

1r (no design)
5, 6, or 10 × SD (other: by
uncertainty)

NA: not applicable (not addressed or no acceptance criteria). §[31] (no protocols
given). $Typically: 20% CV and trueness.

Table B.3
Linearity—protocols, acceptance criteria and statistical tests.

Guideline Experimental protocol Acceptance criteria Test

Laboratory medicine
[26] 6-points calibration curve Statistical Yes

3 replicates (r) × 3 days (d)
[32] 5-points, equidistant

(sample mixtures) 2r × 1d
Statistical or
user-defined
(analyte-specific)

Yes

Pharma
[22] 5 points (a) Visual No

Design not given (b) Investigate
regression data

[17,18]$ No n given r ≥ 0.999; give slope
and intercept

No

Environment
[14,69]§ No n given r ≥ 0.99 No
[15] Calibration curve (3–5

points)
Defined by precision
and trueness criteria

No

Design not given
[34] 10 calibration points (a) Visual Yes

1r (note 1st and last point
10r, for testing
homoscedasticity)

(b) Statistical

Food
[33] Calibration curve, 6 to 8

points 2r × 1d
Visual r not
recommended

No

[19,20] For calibration curves with
≥3 points (bracketing and
1-point calibration
allowed)

Visual and residuals
≤20% from predicted
value (10% at limit)

NA

Design not given r is not recommended

Table B.3 (Continued )

Guideline Experimental protocol Acceptance criteria Test

[27] No (report calibration
function and
“goodness-of-fit-data”)

NA NA

General
[21] Determine response

function by appropriate
statistical tests (n: “single
or replicates”)

Statistical (simplest
relationship)

No

[24] At least 6 points (a) Statistical Yes and visual
2 or 3r × 1d (b) Visual

[25] At least 10 points, 1r and 6
points, 3r × 1d

(a) Statistical Yes and visual

(b) Visual

$Only in [18]. §Only in [69]. NA: not applicable (not addressed or no acceptance
criteria).

Table B.4
Precision—protocols, acceptance criteria and statistical tests.

Guideline Experimental protocol Acceptance criteria Test

Laboratory medicine
[26] Low, mid, and high QC or

patient samples 2
replicates (r) × 5 days (d)
Inter, intra, and total
(ANOVA)

Analyte-specific (tables
given)

Yes

[36] Low, and high QC or patient
samples 3r × 5d Intra, inter,
and total (ANOVA)

“Peer” imprecision
(analyte-specific)

Yes

[35] Low, and high QC or patient
samples 2r × 20d Intra,
inter, and total (ANOVA)

“Peer” imprecision
(analyte-specific)

Yes

Pharma
[22] Intra: 3 concentrations, 3r

(no design) 6r at 100% (no
design) Inter: ANOVA (user
decides on protocol)

No NA

[17,18] Intra: 3 concentrations, 5r
(no design) Inter:
Addressed, but no design
given

CV ≤15%
CV ≤20% at LoQ

No

Environment
[14] 5 and 50 times LoQ in 3

matrices 7r (no design)
≤15% long-term ≤20%
recovery duplicates

No

[15] 9r (no design) ≤20%: LoQ–10 × LoQ No
≤10%: 10 × LoQ to highest
calibrator

[28,31] 2 Concentrations 2r × 10d
Intra, inter, and total
(ANOVA)

§10%/25%
(elements/organics)

Yes

Food
[33] Reference materials Intra

and inter: 2r × 5d
Concentration-related
(Horwitz function)

No

[19,20] 2 Concentrations 5r (no
design)

CV ≤20% No

[27] Intra and inter: 3 samples
6r × 3d (Inter: different
conditions every day)

Concentration-related
(Horwitz function)
Elements: 10–20%

No

General
[21] 3 Concentrations ≤15% No

5r (no design) ≤20% at LoQ
[24] Intra and inter From respective regulation No

ANOVA (adapt design to
application)
Example: 2r × 10d

[25] Intra and inter From respective regulation No
10r (no design)

§[31] (no protocols given). NA: not applicable (not addressed or no acceptance cri-
teria).
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Table B.5
Trueness—protocols, acceptance criteria and statistical tests.

Guideline Experimental protocol Acceptance criteria Test

Laboratory medicine
[26] “Several” samples 2

replicates (r) × 5 days
(d) (other: method
comparison)

Analyte-specific (tables
given)

Yes

[36,41,44]$ 2 samples 2r × 5d “Peer” trueness
(analyte-specific)

Yes

Pharma
[22] 3 concentrations No NA

3r (no design)
[17,18] 3 concentrations ≤15% deviation (mean) No

5r (no design) ≤20% deviation at LoQ

Environment
[14] 5 and 50 times LoQ in 3

matrices
≤20% No

7r (no design)
[15] 9r (no design) ≤25% at LoQ–10 × LoQ No

≤15% at 10 × LoQ to
highest calibrator

[28,31] 2 concentrations
2r × 10d

§10%/25%
(elements/(organics)

Yes

Food
[33] Reference materials

2r × 5d
Concentration related
(98–101%; 70–125%)

No

[19,20] 2 Concentrations Trueness 70–120% No
5r (no design)

[27] Reference materials Concentration related No
6r (no design) (–20/ + 10%; –50/ + 20%)

Elements: ±10%

General
[21] 3 Concentrations ≤15% deviation (mean) No

5r (no design) ≤20% deviation at LoQ
[24] Adapt design to

application
From respective
regulation

Yes

Example: 2r × 10d
[25] 10r (no design) From respective

regulation
Yes

$
a
a

R
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[
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[

[

[

[

[
[
[

[

[
[

[

[
[
[
[

[

[

11.11.08).
Additional protocols: [44] (assessment of regression-predicted and average bias)
nd [41] (assessment of total error). § In Ref. [31] (no protocols given). NA: not
pplicable (not addressed or no acceptance criteria).
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